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Matrixes

In mathematics, a matrix (plural matrices) is a rectangular array of
numbers, symbols, or expressions, arranged in rows and columns. Matrices
are commonly written in box brackets. The horizontal and vertical lines of
entries in a matrix are called rows and columns, respectively. The size of a
matrix is defined by the number of rows and columns that it contains. A
matrix with m rows and n columns is called an m X n matrix or m -by- n
matrix, while m and n are called its dimensions.The dimensions of the
following matrix are 2 x 3 up(read “two by three”), because there are two

rows and three columns.
For example,
[210 g _—163]

A = ai, j to represent a matrix where a i, j refers to the element found in

the ith row and the jth column.

air 0 Qqn
A=lai,jl=] : : mx*n
Am1  *° Amn
48 gindll 48 giadll WML

Jgac =N b= M Cua

callRowi =1,2,3...... m

2saadl Columnj = 1,2,3 ... ... n



Types of Matrices:
There are several types of matrices, but the most commonly used are:
1. Row Matrix:

A Matrix is said to be a row matrix if it has only one row.
A=[1 2 3]

2. Column Matrix:

A matrix is said to be a column matrix if it has only one column.

1
A=|2
3

3. Square matrix :

If the number of rows and the number of columns in a matrix are equal,

then it is called a square matrix.



* Rectangular Matrix:

A matrix is said to be rectangular if the number of rows is not equal to the

number of columns.

2 1 7
A'394

* Diagonal Matrix:

A diagonal matrix is a square matrix in which all entries are zero, except
for those on the leading diagonal. It is also called the scaling matrix
because multiplication with the diagonal matrix scales an object in a

corresponding vector space.

et )il
3.0 0 07
_10 3.0 0
A= 0 6 3.0
g 0 0 3-
Lgy\ﬂ\ )Lﬂ\

 Null Matrix or Zero Matrix:

If in a matrix all the elements are zero then it is called a zero matrix and it

is generally denoted by 0.

0000, _
For example O= 1s a zero matrix of order 2 x 4.
0000



e Transposition of Matrix :

Suppose A is a given matrix, then the matrix obtained by interchanging its
rows into columns is called the transpose of A. It is denoted by
AT,

13

A ;ii; . AT.24
| 23
|_ 5686 3*2
* Identity Matrix:

if all of non-zero elements of a diagonal matrix are equal to (1) .

100
10
b=|q o ;1= 010

e Triangular Matrix:

A square matrix is said to be triangular if all of its elements above the
principal diagonal are zero (lower triangular matrix) or all of its elements

below the principal diagonal are zero (upper triangular matrix).

1 0 O 1 0 7
A=|3 6 0 B=|0 6 9

2 5 8 0 0 8
Equality Matrices
Lower triangular matrix upper triangular

matrix



Two matrices A and B are said to be equal if A and B have the same
order and their corresponding elements be equal. Thusif A =

(aij)mnand B = (bij)mnthen A=Bifandonlyifa;; = b;; fori =

The number of rows in matrix A = The number of rows in matrix B and
The number of columns in matrix A = The number of columns in matrix
B.

Examples of Equal Matrices:

1. The matrices A = [5] and B = [5] are equal, because both matrices

are of the same order 1 x 1 and their corresponding entries are equal.
: _[2 7 12 7
2. The matrices A—[3 1] and B = [3 1] are equal, because both

matrices are of the same order 2 x 2 and their corresponding entries are
equal.

3. The matrices

(6 Ja G -

=2

A ; 1 B = 0.5 -
2

K o | O 3

are equal, because both matrices are of the same order 3 x 3 and their
corresponding entries are equal.

4, The matrices

2 -1 6 5 2 -1 6 5

a3 4 3 =3 . |5 4 3 -3
7 -7 90 5 7 -7 9 5
2 3 8 4 2 3 8 4|




are equal, because both matrices are of the same order 4 x 4 and their
corresponding entries are equal.
Operations on Matrices:
Addition, subtraction and multiplication are the basic operations on
the matrix. To add or subtract matrices, these must be of identical
order and for multiplication; the number of columns in the first
matrix equals the number of rows in the second matrix.
Addition of Matrices
Subtraction of Matrices
Multiplication of Matrices
Addition:
The sum A+B of two m-by-n matrices A and B.

When to add two matrix to be equal of order:

=1 o=l dl..

A+B=[a+a\ b+b]
c+c d+dl,.,
Example\ 1
1 3 17 _ [0 0 5

B =
1 0 0l 7 5 0.,

-]
A+B=

[1 3 1]+[n 0 5]_[1#0 3+0 1+5]_[1 3 ﬁ]
1 00 7 5 0] |1+7 0+5 04+0] [8 5 0

Example\ 2

21 0 0 2 4
A=13 2 4| ,B=|1 2 -6
1 0 53*3 3 0 4 3%x3




2 10 0 2 4 2 3 4
A+B=|3 2 4| +|1 2 —-6| =4 4 -2
1 0 5L 13 0 4L 14 0 9l
Subtraction:

Two matrices A and B are said to be conformable for subtraction if they
have the same order (i.e. same number of rows and columns) and their
difference A - B is defined to be the addition of A and (-B).

A= [0 i p=le dl..

A_B:[a - a,\ b - b\\:l
2%2

c—c d-—d
Example
2 1 0] 0 2 4
A=13 2 41 , B=|1 2 -6
2 1 0 0 2 4 2 -1 -4
A—-B=|3 2 4 —11 2 -6 =12 0 10

1 0 5 3%3 -3 0 4 3%3 _2 O 1 3%3

Multiplication:

If A and B be any two matrices, then their product AB will be defined only
when the number of columns in A is equal to the number of rows in B.

The following will show how to multiply two 2x2 matrices:

Example /1
o _[-8 4
A_[O 115., 'B_[Z 5]2*2
Solution
AB:[l*—8+O*2 14 4+ 05 :[—8 4
' O0x—8 4+ 1%2 0x4 4+ 1%51,,, 2 51,



Example / 2

a=f 13

4 —6 254

A.B=

2x1 + 1%x2 + 3%4 2*3 + 11+ 3x0 21 + 1%x2 + 3%5
4x1 4+ —-6+x2+2+x4 4x3 + —6*x1+2+x0 4*1 + —6x+x2 + 2x51,,5

A_B=[106 ; 129]

Determinant of a Matrix saris method :

2%3

In mathematics, the determinant is a scalar value that is a function of the
entries of a square matrix. ... The determinant of a product of matrices is
the product of their determinants (the preceding property is a corollary of
this one). The determinant of a matrix A is denoted det(A), det A, or |A].

The matrix has to be square (same number of rows and columns) Like

shown below:
For a 2x2 Matrix

For a 2x2 matrix (2 rows and 2 columns):

2]

The determinant is:

|A| = ad — bc "The determinant of A equals
a times d minus b times c" It is easy
to remember when you think of a
Cross:



* Blue is positive (+ad),

* Red is negative (—bc)

2 2]

A Matrix
(This one has 2 Rows and 2 Columns)

Let us calculate the determinant of that matrix:

3X6 — 8x4
=18 — 32
= =14

Example: find the determinant of

;2]

|IC] =4x8 — 6x3

Answer:

= 32 — 18
= 14

For a 3x3 Matrix sarus method



Example
Calculate the determinant of the following 3x3 matrix using Sarrus' rule.

2 2 =2
A=11 2 3
3x3

2 3 4
Solution

Write the first two columns outside the determinant of the matrix and

draw diagonal lines like this:

DO

N =N

)
e (A.I\J

12 2
! 2
¥ 12 73

w N
N = DN

| A | - (2*2*4 + 2* 3 *2 + (_2)*1*3) _ ((_2)*2*2 + 2*3* 3 + 2*1*4)
| A|=16+12-6+8-18-8=4
Inverse matrix :

* Inverse of Matrix for a matrix A is A-1. The inverse of a 2 x 2 matrix
can be calculated using a simple formula. Further, to find the inverse of a
3 x 3 matrix, we need to know about the determinant and adjoint of the
matrix. The inverse of matrix is another matrix, which on multiplying

with the given matrix gives the multiplicative identity.

The inverse of matrix is used of find the solution of linear equations
through the matrix inversion method. Here, let us learn about the formula,
methods, and terms related to the inverse of matrix.

We can calculate the Inverse of a Matrix by:
* Step 1: calculating the Matrix of Minors,
* Step 2: then turn that into the Matrix of Cofactors,

* Step 3: then the Adjugate, and



* Step 4: multiply that by 1/Determinant.

=13 g
1 _
A_lzad—bc|—ac db|

A1 =i dj A
1a] v

The inverse of matrix exists only if the determinant of the matrix is a non-
zero value. The matrix whose determinant is non-zero and for which the

inverse matrix can be calculated is called an invertible matrix.
The inverse matrix formula can be given as,

A-1=adj(A)/|Af; |A] # 0

Example 1: Find the inverse of matrix A = ( -3 4 ).
2 b
Solution:
The gi wixisA< (> T)
e given matrix is A= :
? 2 5

The formula to calculate the inverse of matrix for a matrix A =
1 ( d —b}
ad—bc —¢ a

{: E}im-u

Using this formula we can calculate A™ as follows.

A 1 5 -4

"3 %5 453 -2 -3’
T 5 -4
_—15—8{—2 —3}

5 -4

-
_E{—z —3}



1,5 -4

Answer: Therefore A T= — )
23 -2 -3
Example
. . . 31
Find the inverse of the matrix A = ( 192 )

Solution

Using the formula

(
1 -1
~ o2l -4 3
This could be written as . !
)
) . 4 2
Example 3: Find the inverse of [ | 5 ].
Solution:
To find: Inverse of matrix [ 41 E]

Using the inverse of a matrix formula,

A= 24A) s
ATl = L ° 7%
det{4 2] P
15

-1

)



Since, det ( 4 §)=22

ai_ 15 2, 5/22 —2/22
22°1 4 1/22 422

4 2 5/22 -1/

Answer: Inverse of matrix [ 1=1

-1 5 1/22  2/M :

Exe: find the(4™1) of matrix:

1 -1 -2
A=|3 0 1]
I 0 —2l3x3
1 -1 =21 -1
Al=(3 0 113 0
1 0 =211 o0

|A|=1.0.(-2) +(-1).1.1+(-2).3.0-0+0+(-1).3.-2=-1+6=5+*0

A1l  A12 A13
A21 A22 A23
A31 A32 A33

adj (A) =

3X3

First Row
_ 41|00 1 o =
All = (-1) |0 _2|_+(0 0) =0
A12 = (—1)1+1|i J=-@6-1=-4

A13=(—1)1+1|i 8 — +(0-0)= 0

Second Row
e+ | 2 o _
A21 = (-1) |0 2|— (=2-0) =2

A22=(—1)2+1|} §| - +(2-2) =0



-1

A23:(—1)2+1|1 0|=—(0+1)=1
Third Row
_ 13+ |m1 2| _ 1 m =
431 = (=1) |0 1|_+( 1-0) = -1
A32 = (—1)3*1 é i|= —(1-6)=5
A33=(—1)3+1|§ _01| — +(0 +3)=3
0 -5 0
adj(d)=2 0 -1
1 5 3
0 2 -1
adj(A) =1-5 0 5 ]
0 -1 3
0 2 -1
| 5 0 5]
e _[o -1 3
|Al 5
0 2 1
5 5 5
A_1 = _E 9 E
5 5 5
0 1 3
L5 75 5.

Cofactor Matrix

The co-factor matrix is useful to find the adjoint of the matrix and the

inverse of the given matrix.

Co-factor matrix is a matrix having the co-factors as the elements of the
matrix. First, let us understand more about the co-factor of an element

within the matrix. Co-factor of an element within the matrix is obtained



when the minor Mij of the element is multiplied with (—=1)i + j. Here
i and j are the positional values of the element and refers to the row and
the column to which the given element belongs. The co-factor of the
element is denoted as ij . If the minor of the element is Mij, then the co-
factor of element would be:

Cij = (-1)i+ j|Mij|
Here first we need to find the minor of the element of the matrix and

then the co-factor, to obtain the co-factor matrix .

A=lax az ass

dyp a2 513]

The minor of the element al2 is as follows.
dzi 423

Mz =1[_"
day

For a 3x3 Matrix cofactor method

o O oW
O o O
= O

For a 3x3 matrix (3 rows and 3 columns):
The determinant is:

|A| = a(ei — fh) — b(di — fg) + c(dh — eq)

rr

"The determinant of A equals ... etc

It may look complicated, but there is a pattern:



a\?ﬁi\_\g +\}<’§\C
To work out the determinant of a 3%X3 matrix;

+ Multiply a by the determinant of the 2x2 matrix that is not in a's row or column.
s Likewise for b, and for ¢

 Sum them up, but remember the minus in front of the b

As a formula (remember the vertical bars || mean "determinant of"):

Al =a-

f'f‘ ENn

it

M

"The determinant of A equals a times the determinant of ... etc

Ex: Find the determinant of method A by using cofactor matrix.

A=|2 4 1

0 1 2

123]

Aij =(—Di+j|Mij|
First row:

A=t M= v @2-11) =
1 2
A12=(—1)1+1|(2) é = —(2.2-1.0) = —

A13 = (- |2

‘1* — 4 (21-40) =2
|A] = al1.4A11 + al12.412 + al3.413

= 1.7 + 2.(—4) + 3.2

ARY%



=7-8+6=25
Linear Equation:
Solving a System of Linear Equations Using the Inverse of a Matrix

Solving a system of linear equations using the inverse of a matrix
requires the definition of two new matrices: X is the matrix
representing the variables of the system, and B is the matrix
representing the constants. Using matrix multiplication, we may
define a system of equation with the same number of equations as

variables as
AX=B

To solve a system of linear equations using an inverse matrix let
display style AX be the coefficient matrix, let X be the variable matrix,
and let B be the constant matrix. Thus, we want to solve a system AX

= B . For example, look at the following system of equations.
a;x + b1y =c¢4
a,x + b,y =c,
From this system, the coefficient matrix is
4=las 1]
The variable matrix is

x =)

In addition, the constant matrix is

5 =]



Solve the system of the linear equation by using inverse matrix

axitaxa+axs+axsa .......=Db

=AB
Ex1 : Solve the system of linear equation by using inverse matrix
X+2Y=5
IX-Y =1
Sol :

CamScanner = Ligs d> gwadll



Al= [(-2).1.0 +A. (6) . (1) + (-3).2.(- ] -
[(3).1.¢1)+(2).(-6).(2) +2.2.0 ]
=(0+12+12) - 3 -24+0) = 45 #0
A A Az
Adj{A)= | Ax An Axn

A =DM Ml

First Row

i -6
A= | 1+1 = 4 o AR
=T L, O - 12) =-12
] 2 "6
Ap= (-1)* ’_1 gt =0 - 6] =6
2 1
Ap= (- '-1 -2 =+(-4 +1)}= -3

CamScanner = Ligs &> guwadll



Second Row

2 -3
An= (-1)* ,-z o =-0-06) =6

2 -3
An= (-1)**? ,_1 A =+ 0 - 3) =-3

|22

An= (1) |-1 o =l - CBy= 6
Third Row [,

1 6| =+(-12 +3) =-9

As= (-1)*M!

-2 3
An= (_ 1}.;+2 ; .

=- (12 + 6 =-18

CamScanner = Ligs d> guadll

AR



CamsScanner = Ligs 4> guuadll

AR

— )
X=A1B
Adj(A)
Wi e
Al
-12 6 -9
6 -3 -18 5
_ a4 B =8 .
5
45
g,o 12:5+6.104(9).(5) 60 +60 445 45
(i =
45 43 45
6.5+{-3).10+(-18}.{5)  30+(-30) +50 90
Xo=
45 43 45
-3}).5 +{-6}.10 +{-6). (-5} -15 -60 + 30 -&5
X3 =
45 45 45



Derivative :

Derivatives are defined as the varying rate of change of a function with
respect to an independent variable. The derivative is primarily used when
there is some varying quantity, and the rate of change is not constant.

If an infinitesimal change in x is denoted as dx, then the derivative of y with
respect to X is written as dy/dx.

— dy
V.o =1
Yt dx _ DO G Gl Las S Adaad

o ARy A+ A ARy IV

y=x > y=1

y=ax > y=a e s

: el x MadidEiie - PR et AE2a
. n frodN o= . n-1 oy
¥ X S3EU Yy=anx 2 pzal)

3-y=(x-4)(x+5 /

J=(x—4) . 1+(x+5).1
V=(x-4)+x+5)

CamScanner = Wigo &> guadll

Yy

s oA A dats

1
'
)

|
|
|
E



@x -1)

4-vy =
) (5x+3)
_ 4.(5x+3) - 5.(dx-1)
y= (5x+3)?

20x+12 - 20x+S

y=

* (5x+g)2
_ 17
y= (5-‘..,3)2
N

Integration :

This process is the reverse of finding a derivative. Integrations are the
anti-derivatives. Integrations are the way of adding the parts to find
the whole. Integration is the whole pizza and the siices zre ine
differentiable functions which can be integrated. If f(x) is any function
and f(x) is its derivatives. The integration of f'(x) with respect to dx
is given as

ffx)dx=1(x)+C

[ x™dx

;,:T!.'i‘l
)
Nyl

fd./‘é' oy = X% C
[2dx =2x +¢C

CamScanner = LWigs d> guuadll
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Ex1 : Calculator the flowing Integration

f(sx@{+ 4+ 2) dx
Sol : *uq\ e ey A

g? £\+2x+c

ijwg\
23 +2x2+2x+¢C

v

1 (x +1)72+1
2 —Z2+1

(x2+1)”"
i

N |

4 C

1 2
= -7+ D +C

CamScanner = Wigo &> guadll

Yo



Ex3: 7
%

11§
I V212 4 4

Sol:
= [xJ2x2 +4 dx

s = & K
= | x(2x° + 4)72 dx
_ 11&‘& 2 1
=3 4x(2x* + 4)"z dx

1
1(2x% +4)72™

4 |
—7+1

+ €

NS

I
TR NN

6-."\ p) w...nz,:}\
U sih

CamScanner = Wigo &> guadll
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x
EX4Zf (—xrl)zdx

Sol:
=[ x(x%2+ 1) 2dx
== [ 2%(x? + 1) % dx

_ 1(x2 + 1)—2+1
T2 =241

+iC

X
Ex5: [ 1 dx

Sol:
= x(x? + 1)72 dx

1 .
=2 [ 2%(x% + 1)"2 dx

1(x2 + 1)"2+1
= +

2 =2+1

1(x24+1)7"
-1

+C

B |

1
= ;G5 + D4

CamScanner = Ligs d>guuaall
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/" jogarithmtic functions :

Logarithmic functions are the inverses of exponential functions. The inverse
of the exponential function y = a* is x = a”. The logarithmic function y =
logax 1s defined to be equivalent to the exponential equation x = a”. y = logax
only under the following conditions: x = a¥, a > 0, and a#1. It is called the
Jogarithmic function with base a.

Consider what the inverse of the exponential function means: x = a’. Given
a number X and a base a, to what power y must a be raised to equal x? This
unknown exponent, y, equals logax. So you see a logarithm is nothing more
than an exponent. By definition, alog.x = x, for every real x> 0.

)és\}’efg«P
Ry=In(x)
hili=p — %"

In(ax) = Inla) + n(x)

. X . e
in—=In(x) — n{a)
a

Inx™=mlnlx)

Derivative of the Logarithm Functiony =In x
The derivative of the logarithmic function y = In x is given by:

4
i

y=1n(X? e=ry ‘yz

i . FO- T P \
w1 1

-

I

LY

(Misa )X Th l

CamScanner = Ligs &> guuaall
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ex: Find the derivative of

y = In (x?)
— 1
sol: Yy =x—2 o Q%)
- 2
e

find the derivative of the function :

eX Ity=1n(2x +3)

a o5 @ )
3 2x +5
_ 2
= 2X+5
Ex2:

@ 1)°
)7 =N 1

(Bx+7)3

- lni = In(x) — In(a) dpaldll Cas

=lnx*+1)°—In(3x+ 7))
- Inx™ = nin(x) palidliuas

y=6ln (x> + 1) - 1/3 In (3x+7)

o0l
Ox34+1. 313x+7

_ 18x2 1

YT 1 3x+7

CamScanner = Wigo &> guadll

AR



/ Ex3: v
y = [In(5x + 1?

Sol
= ?(ln(sx +1)2.——.5

5x+1

Sx g1 nGx+ D

Ex3:  y=In{nx?) ol

G s §
= In(x?) x2
§=— [ 170 dx
xin(x?) * % Ko & o s
ISl ez pa Al ARG a8 g3 1D
LEA% =In (b)) +¢
? Zlntegration logarithmtic :
Exl o
.
| 1’ dx
=l B+

CamScanner = Ligs &> guuaall



=In (x3+1) +C

Ex3:

dx
é§>+1/—> f\_np\q,,_.e_,.u))b pa)(}l,é/

=]

(;\2+1)

/

W%a},’& "\_n_‘) b’ o
A2

O(Q,y\u
[l

\ e, <

=Eln(x2 +1)+¢

Ex4:

r
r

o

2

 (2x+0)[inex+1)]3

n2x+1) =

Sol:
2 7 xS
f In(2x -+ 1)~ dx
x+1)
n(2x + 1)~2

N

CamScanner = Ligs d>guadll

AR

2x+1

-2



X
f(xz g)dx
Sol: .
Ly 2 TRAN
L @,pr(D\}g/”)
==n(x*-9) 4 ¢ ,nJ * 04
&\J&W‘Dﬁé “
( v

Exponential function:

YN

7 exponential function, in mathematics, a relation of the form y = 8%, with the

; Independent variable x ranging over the entire real number line as the
exponent of a positive number a. Probably the most important of the
exponential functions is y = ¢*, sometimes written y = exp (x), in which &
(2.7182818...) is the base of the natural system of logarithms (in).

y=g* x>0

g%
e ex_y
eV

eln(x) = x

Ine*=xlnel =y

dx

CamScanner = LWigs d>gwadll

vy



/ find the derivative of the function :

ex l:

x3

yne
Sol:

y = 3x2eX°
Ex2:
)—] - e-2x 2 (_2)
=2 %
EX3
Y= xz .a""2
F=x2-[e* - (-2x)] + e - 2x
=_2x3e** +2xe* A . ~
LIS e
=27 [=x7 o+ x] Latadty =
Ex4
y =e*:ln(x)
1
J=e¥ . =-14+In(x) -e*-1
X



/ [tegration Exponential :
find the integration of the function

Exl:

[e*dx

Sol:

=g+ ¢

CamScanner = LWigs

Ye

d> guuaall



~

T S0 ometric fg

wigonometry, the

A F .u..ﬁ\, &

tions : %

SO\ ipd o d

o branch of mathematics concerned with specific functions

2n & .Agie commonly used in trigonometry. Their names
ore sine (Q:n) cosine (cos), tangent (tan), cotangent (c )

os () =-sin (%)
sinx
2y =
cesx
CIs X
ot = —
. sinx
4
secx = ~—=
cOS X
i 1
CEC X o
sinx
2 i+ cos2z
Los v —
2
1-cos2x
91]1 X =

sin*(x) + cos¥(x)

=]

CamScanner = LWigo &> guuadll

s5€

and their application to calculations. There are six furictions of
d abbreviztion



y

/) wtan? () = sec? (x)

1 + cot?(x) = esc? (x)

y = sin (X) y= cos(x) . dy

y = cos (X) y =-sin(x). 2

dx
y = tan (x v Eaapity B
: () ¥ =gde(R) . .
= S Vel d
y = sec(x) y =sec (x) tan(x) . 71%
vV = cot(X v = osedlsy B
Yy = cot(x) y = csc(x) . -
=0 dy
y=ese{x) - ¥ = csc (x) cot(x) - ey

find the derivative of the trigonometric function :

exl:
v = cos (4X)
vV =-sin(4x) .4
¥ = -4 sin(4x)
exl: \
\
y=ysin(x) |
jg= > (sin(x))“% : cos(x)\
= . _cos(x)
: 2(sin(x'))%
cos(x) /_/
o

CamScanner = LWigo &> guuadll

1



4

s

1,7.\'3:
v=tan (VX )

sol:

r £ 1 i
y=sec*(x)z S

v = cox(X) csc(x)

B
UL .

7 = cor(x) . [—esc(x) cot(x)] + csc(x). (—esc?(x)]

¥ = —csc(x) cot?(x) — csc3(x)

CamScanner = Wigo &> guadll

v



4

s

1,7.\'3:

sol:

- 2 _1. ; _1
y = sec*(x)? 2 2

v = cox(X) csc(x)

SO
2L .

7 = cor(x) . [—esc(x) cot(x)] + csc(x). (—esc?(x)]

¥ = —csc(x) cot?(x) — csc3(x)
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Integration trigonometric:

[sin(x) dx =-cos(x) + ¢
Jcos(x) dx =sin(x) +¢
[sec?(x) dx = tan(x) + ¢
fesc?(x) dx = -cot(x) *+ ¢
[ sec(x) tan (x) dx =sec(x)+ ¢
J cse(x) cot (x) dx = gsc(x) +¢

find the integration of the function :

— [ Sin(x)
d e GX
cos(x)

= _ {~sin(x) -
jZHE

=-In cos(x) +¢
=In(eos™(x)) + ¢

=ln

+ ¢

cos(x)

=Insec(x) + ¢
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Ex2:

J cos(5x) dx
Sol :

1
A

= [ 5cos(5x) dx

= % Zsin(Sx) - c}
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' f,bi,Z\ J 1 ax

=-cot(x) - x+C
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