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Matrixes  

In mathematics, a matrix (plural matrices) is a rectangular array of 

numbers, symbols, or expressions, arranged in rows and columns. Matrices 

are commonly written in box brackets. The horizontal and vertical lines of 

entries in a matrix are called rows and columns, respectively. The size of a 

matrix is defined by the number of rows and columns that it contains. A 

matrix with m rows and n columns is called an 𝑚 ×  𝑛 matrix or m -by- n 

matrix, while m and n are called its dimensions.The dimensions of the 

following matrix are 2 × 3 up(read “two by three”), because there are two 

rows and three columns.  

For example, 

[
1 9 −13
20 5 −6

] 

𝐴 = 𝑎𝑖, 𝑗 to represent a matrix where a 𝑖, 𝑗 refers to the element found in 

the 𝑖𝑡ℎ row and the 𝑗𝑡ℎ column. 

𝐴 = [𝑎𝑖, 𝑗] = [

𝑎11 ⋯ 𝑎1𝑛

⋮ ⋱ ⋮
𝑎𝑚1 ⋯ 𝑎𝑚𝑛

]                   𝑚 ∗ 𝑛 

 

 مدخلات المصفوفة المصفوفة

 حيث: 𝑚 = صف، 𝑛= عمود 

 

Row 𝑖الصف  = 1,2,3……𝑚 

Column 𝑗 العمود  = 1,2,3……𝑛  
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Types of Matrices:  

There are several types of matrices, but the most commonly used are:  

1. Row Matrix:  

A Matrix is said to be a row matrix if it has only one row. 

𝐴 = [ 1   2   3 ] 

2. Column Matrix:  

A matrix is said to be a column matrix if it has only one column. 

𝐴 = [
1
2
3
] 

3. Square  matrix :  

If the number of rows and the number of columns in a matrix are equal, 

then it is called a square matrix. 

 

 

𝐴 = [
1 1 1
0 3 2
3 0 0

]

3∗3
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• Rectangular Matrix:  

A matrix is said to be rectangular if the number of rows is not equal to the 

number of columns. 

A=[
2 1 7
3 9 4

] 

• Diagonal Matrix:  

A diagonal matrix is a square matrix in which all entries are zero, except 

for those on the leading diagonal. It is also called the scaling matrix 

because multiplication with the diagonal matrix scales an object in a 

corresponding vector space. 

 القطر الرئيس                           

 

𝐴 = [

3 0 0 0
0 3 0 0
0
0

0
0

3 0
0 3

] 

 

 القطر الثانوي                        

• Null Matrix or Zero Matrix:  

If in a matrix all the elements are zero then it is called a zero matrix and it 

is generally denoted by 0. 
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• Transposition of Matrix :  

Suppose A is a given matrix, then the matrix obtained by interchanging its 

rows into columns is called the transpose of A. It is denoted by  

 𝐴𝑇 . 

 

• Identity Matrix:  

if all of non-zero elements of a diagonal matrix are equal to (1) . 

 

• Triangular Matrix:  

A square matrix is said to be triangular if all of its elements above the 

principal diagonal are zero (lower triangular matrix) or all of its elements 

below the principal diagonal are zero (upper triangular matrix). 

A=[
1 0 0
3 6 0
2 5 8

]                                 𝐵 = [
1 0 7
0 6 9
0 0 8

] 

Equality Matrices 

Lower triangular matrix upper triangular                                               

matrix 
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Two matrices A and B are said to be equal if A and B have the same 

order and their corresponding elements be equal. Thus if 𝐴 =

 (𝑎𝑖𝑗)𝑚,𝑛and 𝐵 =  (𝑏𝑖𝑗)𝑚,𝑛then A = B if and only if 𝑎𝑖𝑗 = 𝑏𝑖𝑗  𝑓𝑜𝑟 𝑖 =

 1, 2, 3, . . . . . , 𝑚;  𝑗 =  1, 2, 3, . . . . . . . , 𝑛. 

The number of rows in matrix A = The number of rows in matrix B and 

The number of columns in matrix A = The number of columns in matrix 

B .  

Examples of Equal Matrices:  

1. The matrices A = [5] and B = [5] are equal, because both matrices 

are of the same order 1 × 1 and their corresponding entries are equal. 

2. The matrices A=[
2 7
3 1

]  𝑎𝑛𝑑  𝐵 = [
2 7
3 1

]  𝑎𝑟𝑒 equal, because both 

matrices are of the same order 2 × 2 and their corresponding entries are 

equal.  

3. The matrices   

 

 

are equal, because both matrices are of the same order 3 × 3 and their 

corresponding entries are equal. 

4. The matrices 
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are equal, because both matrices are of the same order 4 × 4 and their 

corresponding entries are equal. 

Operations on Matrices: 

Addition, subtraction and multiplication are the basic operations on 

the matrix. To add or subtract matrices, these must be of identical 

order and for multiplication; the number of columns in the first 

matrix equals the number of rows in the second matrix.  

Addition of Matrices  

Subtraction of Matrices  

Multiplication of Matrices  

Addition:  

The sum A+B of two m-by-n matrices A and B.  

When to add two matrix to be equal of order: 

  A=  [
𝑎 𝑏
𝑐 𝑑

]
2∗2

                                 𝐵 = [𝑎
` 𝑏`

𝑐` 𝑑`
]
2∗2

 

    

 

A+B=[𝑎 + 𝑎` 𝑏 + 𝑏`

𝑐 + 𝑐` 𝑑 + 𝑑`
]
2∗2

 

Example\ 1 

𝐴 = [
1 3 1
1 0 0

]
2∗3

, 𝐵 = [
0 0 5
7 5 0

]
2∗3

 

A+B= 

2*3 

Example\ 2 

𝐴 = [
2 1 0
3 2 4
1 0 5

]

3∗3

, 𝐵 = [
0 2 4
1 2 −6
3 0 4

]

3∗3
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𝐴 + 𝐵 = [
2 1 0
3 2 4
1 0 5

]

3∗3

+ [
0 2 4
1 2 −6
3 0 4

]

3∗3

= [
2 3 4
4 4 −2
4 0 9

]

3∗3

 

Subtraction:  
Two matrices A and B are said to be conformable for subtraction if they 

have the same order (i.e. same number of rows and columns) and their 

difference A - B is defined to be the addition of A and (-B). 

 

  A=  [
𝑎 𝑏
𝑐 𝑑

]
2∗2

                                 𝐵 = [𝑎
` 𝑏`

𝑐` 𝑑`
]
2∗2

 

    

 

A-B=[𝑎 − 𝑎` 𝑏 − 𝑏`

𝑐 − 𝑐` 𝑑 − 𝑑`
]
2∗2

 

Example 

𝐴 = [
2 1 0
3 2 4
1 0 5

]

3∗3

,    𝐵 = [
0 2 4
1 2 −6
3 0 4

]

3∗3

 

𝐴 − 𝐵 = [
2 1 0
3 2 4
1 0 5

]

3∗3

− [
0 2 4
1 2 −6
3 0 4

]

3∗3

= [
2 −1 −4
2 0 10

−2 0 1
]

3∗3

 

Multiplication:  

If A and B be any two matrices, then their product AB will be defined only 

when the number of columns in A is equal to the number of rows in B. 

The following will show how to multiply two 2x2 matrices: 

Example / 1 

𝐴 = [
1 0
0 1

]
2∗2

     , 𝐵 = [
−8 4
2 5

]
2∗2

 

Solution 

𝐴. 𝐵 = [
1 ∗ −8 +  0 ∗ 2 1 ∗ 4 +  0 ∗ 5 
0 ∗ −8 +  1 ∗ 2 0 ∗ 4 +  1 ∗ 5 

]
2∗2

= [
−8 4
2 5

]
2∗2
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Example / 2 

 

𝐴 = [
2 1 3
4 −6 2

]
2∗3

                   , 𝐵 = [
1 3 1
2 1 2
4 0 5

]

3∗3

 

𝐴. 𝐵= 

[
2 ∗ 1 +  1 ∗ 2 +  3 ∗ 4 2 ∗ 3 +  1 ∗ 1 +  3 ∗ 0 2 ∗ 1 +  1 ∗ 2 +  3 ∗ 5 

𝟒 ∗ 𝟏 + −𝟔 ∗ 𝟐 +  𝟐 ∗ 𝟒 𝟒 ∗ 𝟑 + −𝟔 ∗ 𝟏 +  𝟐 ∗ 𝟎 𝟒 ∗ 𝟏 + −𝟔 ∗ 𝟐 +  𝟐 ∗ 𝟓 
]
2∗3

 

𝐴. 𝐵 = [
16 7 19
0 9 2

]
2∗3

                    

Determinant of a Matrix saris method :  

In mathematics, the determinant is a scalar value that is a function of the 

entries of a square matrix. ... The determinant of a product of matrices is 

the product of their determinants (the preceding property is a corollary of 

this one). The determinant of a matrix A is denoted det(A), det A, or |A|. 

The matrix has to be square (same number of rows and columns) Like 

shown below: 

For a 2×2 Matrix  

For a 2×2 matrix (2 rows and 2 columns): 

 

The determinant is:  

|A| = ad − bc "The determinant of A equals 

a times d minus b times c" It is easy 

to remember when you think of a 

cross:  
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• Blue is positive (+ad),  

• Red is negative (−bc)  

 

 

 

 

For a 3×3 Matrix sarus method  

 



11 
 

Example  

Calculate the determinant of the following 3x3 matrix using Sarrus' rule. 

𝐴 = [
2 2 −2
1 2 3
2 3 4

]

3∗3

 

Solution 

Write the first two columns outside the determinant of the matrix and 

draw diagonal lines like this: 

2 2 −2
1 2 3
2 3 4

|
2
1
2
  
 2
 2
  3

 

| A | = (2*2*4 + 2* 3 *2 + (-2)*1*3) – ((-2)*2*2 + 2*3* 3 + 2*1*4)  

| A | = 16+12-6+8-18-8=4  

Inverse matrix :  

• Inverse of Matrix for a matrix A is A-1. The inverse of a 2 × 2 matrix 

can be calculated using a simple formula. Further, to find the inverse of a 

3 × 3 matrix, we need to know about the determinant and adjoint of the 

matrix. The inverse of matrix is another matrix, which on multiplying 

with the given matrix gives the multiplicative identity.  

The inverse of matrix is used of find the solution of linear equations 

through the matrix inversion method. Here, let us learn about the formula, 

methods, and terms related to the inverse of matrix. 

We can calculate the Inverse of a Matrix by:  

• Step 1: calculating the Matrix of Minors,  

• Step 2: then turn that into the Matrix of Cofactors,  

• Step 3: then the Adjugate, and  
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• Step 4: multiply that by 1/Determinant. 

𝐴 = |
𝑎 𝑏
𝑐 𝑑

| 

𝐴−1 =
1

𝑎𝑑 − 𝑏𝑐
|
𝑎 −𝑏
−𝑐 𝑑

| 

𝐴−1 =
1

|𝐴|
 𝑎𝑑𝑗 𝐴 

The inverse of matrix exists only if the determinant of the matrix is a non-

zero value. The matrix whose determinant is non-zero and for which the 

inverse matrix can be calculated is called an invertible matrix.  

The inverse matrix formula can be given as,  

A-1 = adj(A)/|A|; |A| ≠ 0 

 



13 
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Exe: find the(𝐴−1) of matrix: 

𝐴 = [
1 −1 −2
3 0 1
1 0 −2

]

3×3

 

|𝐴| = |
1 −1 −2
3 0 1
1 0 −2

|
1 −1
3 0
1 0

| 

|A|= 1.0. (-2) + (-1).1.1 + (-2).3.0 - 0 + 0 + (-1).3.-2 = -1 + 6 = 5 ≠ 0 

𝑎𝑑𝑗 (𝐴) = [
𝐴11 𝐴12  𝐴13
𝐴21  𝐴22  𝐴23
𝐴31  𝐴32  𝐴33

]

3×3

 

First Row 

𝐴11 = (−1)1+1 |
0 1
0 −2

| =  + (𝟎 –  𝟎)  =  𝟎  

𝐴12 = (−1)1+1 |
3 1
1 2

| =  − (𝟔 –  𝟏)  =  −𝟒  

𝐴13 = (−1)1+1 |
3 0
1 0

| =  + (0 –  0) =  0 

𝑺𝒆𝒄𝒐𝒏𝒅 𝑹𝒐𝒘   

𝐴21 = (−1)2+1 |
−1 2
0 2

| =  − (−2 –  0)  =  2  

𝐴22 = (−1)2+1 |
1 2
1 2

| =  + (𝟐 − 𝟐)  =  𝟎  
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𝐴23 = (−1)2+1 |
1 −1
1 0

| =  − (0 +  1) =  1 

Third Row  

𝐴31 = (−1)3+1 |
−1 2
0 1

| =  + ( −1 − 0)  =  −1  

𝐴32 = (−1)3+1 |
1 2
3 1

| =  − (𝟏 −  𝟔)  =  𝟓  

𝐴33 = (−1)3+1 |
1 −1
3 0

| =  + (0 + 3 ) =  3 

𝑎𝑑𝑗(𝐴) =
0 −5 0
2 0 −1

−1 5 3
 

𝑎𝑑𝑗(𝐴) = [
0 2 −1

−5 0 5
0 −1 3

] 

𝐴−1 =
𝑎𝑑𝑗(𝐴)

|𝐴|
=

[
0 2 −1

−5 0 5
0 −1 3

]

5
 

A−1 =

[
 
 
 
 
 

0

5

2

5
−

1

5

−
5

5

0

5

5

5
0

5
−

1

5

3

5 ]
 
 
 
 
 

 

Cofactor Matrix  

The co-factor matrix is useful to find the adjoint of the matrix and the 

inverse of the given matrix.  

Co-factor matrix is a matrix having the co-factors as the elements of the 

matrix. First, let us understand more about the co-factor of an element 

within the matrix. Co-factor of an element within the matrix is obtained 
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when the minor 𝑀𝑖𝑗 of the element is multiplied with (−1)𝑖 + 𝑗. Here 

𝑖 and 𝑗 are the positional values of the element and refers to the row and 

the column to which the given element belongs. The co-factor of the 

element is denoted as 𝑖𝑗 . If the minor of the element is Mij, then the co-

factor of element would be:  

𝑪𝒊𝒋 =  (−𝟏) 𝒊 +  𝒋 | 𝑴𝒊𝒋 |  

Here first we need to find the minor of the element of the matrix and 

then the co-factor, to obtain the co-factor matrix . 

  

The minor of the element a12 is as follows. 

 

For a 3×3 Matrix cofactor method  

 

For a 3×3 matrix (3 rows and 3 columns):  

The determinant is: 

 

It may look complicated, but there is a pattern: 
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Ex: Find the determinant of method A by using cofactor matrix. 

𝐴 = [
1 2 3
2 4 1
0 1 2

] 

𝑨 𝒊𝒋 = (−𝟏)𝒊 + 𝒋 | 𝑴𝒊𝒋 |  

First row: 

𝐴11 = (−1)1+1 |
4 1
1 2

| =  + (𝟒. 𝟐 –  𝟏. 𝟏)  =  𝟕  

𝐴12 = (−1)1+1 |
2 1
0 2

| =  − (𝟐. 𝟐 –  𝟏. 𝟎)  =  −𝟒  

𝐴13 = (−1)1+1 |
2 4
0 1

| =  + (2.1 –  4.0) =  2 

| 𝑨 |  =  𝒂𝟏𝟏 . 𝑨𝟏𝟏 +  𝒂𝟏𝟐 . 𝑨𝟏𝟐 +  𝒂𝟏𝟑 . 𝑨𝟏𝟑  

=  𝟏. 𝟕 +  𝟐. (−𝟒) +  𝟑 . 𝟐  
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=  𝟕 −  𝟖 +  𝟔 =  𝟓  

Linear Equation:  

Solving a System of Linear Equations Using the Inverse of a Matrix 

Solving a system of linear equations using the inverse of a matrix 

requires the definition of two new matrices: X is the matrix 

representing the variables of the system, and B is the matrix 

representing the constants. Using matrix multiplication, we may 

define a system of equation with the same number of equations as 

variables as 

AX=B  

To solve a system of linear equations using an inverse matrix let 

display style AX be the coefficient matrix, let X be the variable matrix, 

and let B be the constant matrix. Thus, we want to solve a system AX 

= B . For example, look at the following system of equations.  

𝒂𝟏𝒙 + 𝒃𝟏𝒚 = 𝒄𝟏  

𝒂𝟐𝒙 + 𝒃𝟐𝒚 = 𝒄𝟐 

From this system, the coefficient matrix is 

𝐴 = [
𝒂𝟏 𝒃𝟏

𝒂𝟐 𝒃𝟐
] 

The variable matrix is 

𝑋 = [
𝑥
𝑦] 

In addition, the constant matrix is 

𝐵 = [
𝒄𝟏

𝒄𝟐
] 
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